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Abstract—Multiplicative updates are widely used com-
putational methods for nonnegative matrix factorization
(NMF). However, the global convergence of the original
updates is not theoretically guaranteed. By the global con-
vergence, we mean that the sequence of solutions contains
at least one convergent subsequence and the limit of any
convergent subsequence is a stationary point of the NMF
optimization problem. In this paper, we consider a modi-
fied multiplicative update for a general error function and
give a sufficient condition for the global convergence.

1. Introduction

Nonnegative matrix factorization (NMF) is a technique
to decompose a given nonnegative matrix into the product
of two nonnegative matrices. Since NMF is useful for find-
ing a set of nonnegative basis vectors for the given nonneg-
ative data, it has attracted great attention from researchers
in machine learning, signal processing, pattern classifica-
tion, statistics, and so on.

Multiplicative updates proposed by Lee and Seung [1,2]
are widely used as an efficient computational approach to
NMF. They derived two kinds of multiplicative updates
based on Euclidean distance and I-divergence by taking the
following two steps. The first step is to construct an auxil-
iary function for the original error function, and the second
one is to find its unique minimum point. Yang and Oja [3]
recently generalized this procedure and derived eleven mul-
tiplicative updates including the ones of Lee and Seung.
However, all of the eleven multiplicative updates are not
well-defined because each of them contains a rational func-
tion and its denominator can become zero. A simple way
to avoid this problem is to apply the modification proposed
by Gillis and Glineur [4]. Moreover, it has recently been
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proved that this modification makes the updates of Lee and
Seung globally convergent [5, 6].

In this paper, we generalize the global convergence anal-
ysis presented in Reference [6]. More specifically, we con-
sider a general error function and show that under some
conditions on the auxiliary function the modified multi-
plicative update is globally convergent. We also show that
eight among eleven updates presented in Reference [3] sat-
isfy those conditions.

2. NMF and Multiplicative Updates

Given a nonnegative matrix X ∈ Rm×n
+ , where R+ de-

notes the set of nonnegative numbers, let us consider the
problem of finding two nonnegative matrices W ∈ Rm×r

+

and H ∈ Rr×n
+ such that

X ≈WH (1)

where r is a positive integer less than min{m, n}. A variety
of techniques to find W and H in (1) are called nonneg-
ative matrix factorization (NMF). Although it is important
in NMF how to set the value of r, we will not consider this
problem in this paper: we simply assume that the value of
r is given together with X . Also, we assume throughout
this paper that every row and column of X has at least one
nonzero entry.

The problem of finding W and H in (1) is usually for-
mulated as a mathematical programming problem of the
following form:

minimize D(W ,H)
subject to W ≥ Om×r, H ≥ Or×n

(2)

where D(W ,H) is an error function and Om×r (Or×n,
resp.) is the m× r (r × n, resp.) zero matrix. So far, various
error functions such as Euclidean distance and I-divergence
have been used for NMF.
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Because (2) is a nonconvex optimization problem, it is
difficult to find its global optimal solution. As an ap-
proach to find local optimal solutions, multiplicative up-
dates [1–3, 7] are widely used. For example, the multi-
plicative update rule developed by Lee and Seung [1,2] for
Euclidean distance error function D(W ,H) =

∑
i j(Xi j −

(WH)i j)2 is given by

W (l+1)
ik = W (l)

ik
(X(H (l))T )ik

(W (l)H (l)(H (l))T )ik
, (3)

H(l+1)
k j = H(l)

k j

((W (l+1))TX)k j

((W (l+1))TW (l+1)H (l))k j
, (4)

where l represents the number of iterations and W (l)
ik (H(l)

k j ,
resp.) is the value of Wik (Hk j, resp.) after l updates.
One can easily see from (3) and (4) that if the initial
matrices W (0) and H (0) are positive then W (l) and H (l)

are positive for all l ≥ 1. Also, it is known that the
sequence {D(W (l),H (l))}∞l=1 is monotone decreasing [2],
which means that the sequence converges to some constant
because it is bounded from below. However, this does not
imply that the sequence {(W (l),H (l))}∞l=0 converges to a lo-
cal optimal solution of (2).

The multiplicative update rule given by (3) and (4) is
derived by constructing an auxiliary function for the error
function D(W ,H) =

∑
i j(Xi j − (WH)i j)2 and minimiz-

ing it [2]. In this paper, a function D̄(W ,H , W̃ , H̃) :
Rm×r
++ × Rr×n

++ × Rm×r
++ × Rr×n

++ → R, where R++ denotes the
set of positive numbers, is called an auxiliary function of
D(W ,H) if the following two conditions are satisfied:

∀W > Om×r,H > Or×n, W̃ > Om×r, H̃ > Or×n,

D̄(W ,H , W̃ , H̃) ≥ D(W ,H) ,

∀W > Om×r,H > Or×n,

D̄(W ,H ,W ,H) = D(W ,H) .

Note that this approach is not restricted to Euclidean dis-
tance error function but can be applied to various error
functions. In fact, Yang and Oja [3] proposed a unified ap-
proach to develop multiplicative update rules and applied it
to eleven error functions (see Table 1).

3. Global Convergence of Modified Update Rules

The multiplicative update rule given by (3) and (4) and
other update rules shown in Table 1 have a common serious
problem that they are not well-defined. In order to solve
this problem, Gillis and Glineur [4] proposed to modify (3)
and (4) as

W (l+1)
ik = max

(
ϵ,W (l)

ik
(X(H (l))T )ik

(W (l)H (l)(H (l))T )ik

)
, (5)

H(l+1)
k j = max

(
ϵ,H(l)

k j

((W (l+1))TX)k j

((W (l+1))TW (l+1)H (l))k j

)
, (6)

where ϵ is a small positive constant specified by the user.
This simple modification can be applied to all multiplica-
tive updates. Note that, with this modification, the problem
(2) has to be modified as

minimize D(W ,H)
subject to W ≥ ϵ1m×r, H ≥ ϵ1r×n

(7)

where 1m×r (1r×n, resp.) is the m × r (r × n, resp.) ma-
trix consisting of all ones. Hibi and Takahashi [5] proved
that the update rule given by (5) and (6) has the global con-
vergence property in the sense of Zangwill [8]. Also, they
have recently shown that this modification can also guaran-
tee the global convergence of the multiplicative update for
I-divergence [6].

In the following, we will consider a general error func-
tion D(W ,H) and give a sufficient condition on the aux-
iliary function D̄(W ,H , W̃ , H̃) for the modified update
rule to be globally convergent. Before proceeding further,
we need to introduce some notations. The feasible region
of the problem (7) is denoted by Fϵ , that is,

Fϵ = {(W ,H) |W ≥ ϵ1m×r, H ≥ ϵ1r×n} .

A point (W ,H) that satisfies Karush-Kuhn-Tucker (KKT)
conditions for (7):

W ≥ ϵ1m×r ,

H ≥ ϵ1r×n ,

∂D(W ,H)
∂Wik

≥ 0, ∀i, k ,

∂D(W ,H)
∂Hk j

≥ 0, ∀k, j ,

∂D(W ,H)
∂Wik

(ϵ −Wik) = 0, ∀i, k ,

∂D(W ,H)
∂Hk j

(ϵ − Hk j) = 0, ∀k, j ,

is called a stationary point of (7). The set of stationary
points is denoted by S ϵ .

The following assumptions are also needed for later dis-
cussions.

Assumption 1 For any W̃ ∈ Rm×r
++ and H̃ ∈ Rr×n

++ ,
D̄(W ,H , W̃ , H̃) is differentiable with respect to Wik, and
satisfies

∂D̄(W ,H , W̃ , H̃)
∂Wik

∣∣∣∣∣∣∣
(W ,H)=(W̃ ,H̃)

=
∂D(W ,H)
∂Wik

∣∣∣∣∣
(W ,H)=(W̃ ,H̃)

.

Assumption 2 D̄(W , H̃ , W̃ , H̃) can be expressed as∑
ik uik(Wik, W̃ , H̃) and uik(Wik, W̃ , H̃) is strictly convex

with respect to Wik on R++. Also, for each (W̃ , H̃) ∈
Rm×r
++ × Rr×n

++ , the problem

minimize uik(Wik, W̃ , H̃)
subject to Wik > 0
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Table 1: Error functions and multiplicative update rules [3]. Z = (Zi j) is defined by Zi j = Xi j/(WH)i j.

Error function Multiplicative updates for Wik

Euclidean distance Wnew
ik = Wik

(XHT )ik
(WHHT )ik

I-divergence Wnew
ik = Wik

(ZHT )∑
j Hk j

Dual I-divergence Wnew
ik = Wik exp

(∑
j(ln Zi j)Hk j∑

j Hk j

)
Itakura-Saito divergence Wnew

ik = Wik

√∑
j Xi j(WH)−2

i j Hk j∑
j(WH)−1

i j Hk j

α-divergence Wnew
ik =


Wik

(∑
j Zαi jHk j∑

j Hk j

) 1
α

, α , 0

Wik exp
(∑

j(ln Zi j)Hk j∑
j Hk j

)
, α = 0

β-divergence Wnew
ik = Wik

(∑
j Xi j(WH)β−1

i j Hk j∑
j(WH)βi jHk j

)η
, η =


1
β
, β > 1

1, 0 < β ≤ 1
1

1−β , β < 0

Log-Quad cost Wnew
ik = Wik

√
(ZHT+2XHT )ik∑
j Hk j+2(WHHT )ik

αβ-Bregman divergence Wnew
ik = Wik

(
α(α−1)

∑
j Xi j(WH)α−2

i j Hk j+β(1−β)
∑

j Xi j(WH)β−2
i j Hk j

α(α−1)
∑

j(WH)α−1
i j Hk j+β(1−β)

∑
j(WH)β−1

i j Hk j

) 1
α−β+1

(α ≥ 1, 0 < β < 1)

Kullback-Leibler divergence Wnew
ik = Wik

(ZHT )ik∑
j Hk j

∑
ab(WH)ab

γ-divergence Wnew
ik = Wik

(∑
j Xi j(WH)γ−1

i j Hk j∑
j(WH)γi jHk j

·
∑

ab(WH)1+γ
ab∑

ab Xab(WH)γab

)η
, η =

{ 1
1+γ , γ > 0

1
1−γ , γ < 0

Rényi divergence Wnew
ik = Wik

(∑
j Zr

i jHk j∑
j Hk j

·
∑

ab(WH)ab∑
ab Xr

ab(WH)1−r
ab

)η
, η =

{ 1
r , r > 1
1, 0 < r < 1

has a unique optimal solution that can be explicitly ex-
pressed as W∗ik = fik(W̃ , H̃). Furthermore, fik(W̃ , H̃) is
continuous and, for each ϵ > 0, there exist cik > 0 and
νik < 1 such that

∀W̃ ≥ ϵ1m×r, H̃ ≥ ϵ1r×n, fik(W̃ , H̃) ≤ cikW̃νikik . (8)

Assumption 3 For any W̃ ∈ Rm×r
++ and H̃ ∈ Rr×n

++ ,
D̄(W ,H , W̃ , H̃) is differentiable with respect to Hk j, and
satisfies

∂D̄(W ,H , W̃ , H̃)
∂Hk j

∣∣∣∣∣∣∣
(W ,H)=(W̃ ,H̃)

=
∂D(W ,H)
∂Hk j

∣∣∣∣∣∣
(W ,H)=(W̃ ,H̃)

.

Assumption 4 D̄(W̃ ,H , W̃ , H̃) can be expressed as∑
k j vk j(Hk j, W̃ , H̃) and vk j(Hk j, W̃ , H̃) is strictly convex

with respect to Hk j on R++. Also, for each (W̃ , H̃) ∈
Rm×r
++ × Rr×n

++ , the problem

minimize vik(Hk j, W̃ , H̃)
subject to Hk j > 0

has a unique optimal solution that can be explicitly ex-
pressed as H∗k j = gk j(W̃ , H̃). Furthermore, gk j(W̃ , H̃)
is continuous and, for each ϵ > 0, there exist dk j > 0 and
µk j < 1 such that

∀W̃ ≥ ϵ1m×r, H̃ ≥ ϵ1r×n, gk j(W̃ , H̃) ≤ dk jH̃
µk j

k j . (9)

The next theorem is the main result of this paper.

Theorem 1 Let ϵ be any positive number. If an auxiliary
function D̄(W ,H , W̃ , H̃) of D(W ,H) satisfies Assump-
tions 1–4 then, for any initial matrices W (0) ≥ ϵ1m×r and
H (0) ≥ ϵ1r×n, the sequence {(W (l),H (l))}∞l=0 generated by
the update rule given by

W (l+1)
ik = max(ϵ, fik(W (l),H (l)))

H(l+1)
k j = max(ϵ, gk j(W (l+1),H (l)))

has at least one convergent subsequence and the limit of
any convergent subsequence is a stationary point of the
problem (7).

Proof Proof sketch will be given in the next section. □

Let us now consider eleven update rules shown in Ta-
ble 1. By analyzing the unified method [3] for developing
multiplicative update rules, we can prove that the auxiliary
functions for the first eight error functions (Euclidean dis-
tance, I-divergence, Dual I-divergence, Itakura-Saito diver-
gence, α-divergence, β-divergence, Log-Quad cost and αβ-
Bregman divergence) satisfy Assumptions 1–4. Therefore,
we can conclude that the modified update rules correspond-
ing to the first eight update rules in Table 1 have a global
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convergence property. On the other hand, the global con-
vergence of the last three update rules cannot be proved by
Theorem 1 because the inequalities (8) and (9) are not sat-
isfied [9]. This issue will be discussed in [10].

4. Proof Sketch of Theorem 1

Let (5) and (6) be expressed as W (l+1) = A1(W (l),H (l))
and H(l+1) = A2(W (l+1),H (l)), respectively. Moreover,
let the update from (W (l),H (l)) to (W (l+1),H (l+1)) be ex-
pressed as A(W (l),H (l)) = (W (l+1),H (l+1)). Then we have

(W (l+1),H (l+1))
= A(W (l),H (l))
= (A1(W (l),H (l)), A2(A1(W (l),H (l)),H (l))) .

We prove Theorem 1 by using Zangwill’s global conver-
gence theorem [8]. To do so, we need to show that the
following statements hold true.

1. (Boundedness) For each initial value (W (0),H (0)) ∈
Fϵ , the sequence {(W (l),H (l))}∞l=0 generated by the up-
date rule A belongs to a compact subset of Fϵ .

2. (Monotoneness) There exists a function h : Fϵ → R
such that

(W ,H) < S ϵ ⇒ h(A(W ,H)) < h(W ,H) ,
(W ,H) ∈ S ϵ ⇒ h(A(W ,H)) ≤ h(W ,H) .

3. (Continuity) A is continuous in Fϵ \ S ϵ .

Among these three statements, the boundedness of A
can be directly proved by Assumptions 2 and 4 and [9,
Lemma 1]. The continuity of A is also apparent from As-
sumptions 2 and 4. So it suffices for us to show the mono-
toneness of A. This can be done by using Assumptions 1–4
and the following lemmas. However, we omit the details
due to lack of space.

Lemma 1 Let (W̃ , H̃) be any point in Fϵ . Then

minimize u(W ) = D̄(W , H̃ , W̃ , H̃)
subject to W ≥ ϵ1m×r

(10)

has a unique optimal solution W ∗ = A1(W̃ , H̃). Also,

minimize v(H) = D̄(W̃ ,H , W̃ , H̃)
subject to H ≥ ϵ1r×n

(11)

has a unique optimal solution H∗ = A2(W̃ , H̃).

Lemma 2 The necessary and sufficient condition for
(W̃ , H̃) to be a stationary point of (7) is that W̃ is the
unique optimal solution of (10) and H̃ is the unique opti-
mal solution of (11).

5. Conclusion

We have given a sufficient condition for the modified
multiplicative update for NMF to be globally convergent.
Because the sufficient condition is very general, the result
of this paper can be applied to many multiplicative updates.
In fact, the global convergence of the modified versions
of eight among the eleven multiplicative updates presented
in [3] is guaranteed by Theorem 1.
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